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Unsupervised Image-to-Image Translation

Figure 2. CycleGAN and UNIT are able to perfectly reconstruct the input image despite the semantic inaccuracy of the translations. 
Adding low-amplitude Gaussian noise (𝜇 = 0, 𝜎 = 0.08) to the translated image completely destroys the reconstruction. Our defense 
techniques (rows 3 and 4) rely on the translated image instead of embedded noise and are more robust to random perturbations.

Figure 1. When incorporated into the MUNIT model, the cycle consistency property results in much more accurate translation, but it 
also forces the model to perform a self-adversarial attack

Problem: Self-adversarial Attack

Our defense techniques

Figure 3. Comparison of architectures of the original CycleGAN and CycleGAN with our defense methods: additive noise and guess discriminator.

Original cycle consistency loss

Adversarial training with noise
The intuition behind this approach is that adding random noise of amplitude similar to the hidden signal disturbs the embedded message. This 
results in high reconstruction error, so the generator cannot rely on the embedding.
The modified noisy cycle-consistency loss can be described as follows:

Guess discriminator
We treat the reconstructions as the adversarial examples of the corresponding input samples, we randomly shuffle and concatenate them and 
then pass them to the additional guess discriminator that aims to correctly predict which of the images is real.
The guess discriminator loss or guess loss can be described as:

Results

Figure 4. Illustration of sensitivity of cycle-consistent translation methods to high-frequency perturbations in one-to-many (left) and in many-to-one 
(right) cases. Here the  domains A and B are segmentation maps and GTA video frames respectively.

Figure 6. One-to-one translation results on SynAction dataset.
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Table 2. Results on the GTA V dataset. acc. segm and IoU segm represent mean class-wise segmentation accuracy and IoU, IoU p2p is the mean IoU of 
the pix2pix segmentation of the segmentation-to-frame mapping; RH and SN are the quantized reconstruction honesty and sensitivity to noise of the 
many-to-one mapping (B2A2B) respectively. * -- our proposed defense methods. The reconstruction error distributions plots can be found in the 
supplementary material (Section 2).

Table 3. Results on the Google Maps dataset. The notation is same as in the Table 1.

Our metrics
Translation quality
 For any ground truth pair Ai, Bi, the one-to-many translation quality is computed as IoU(pix(GA(Bi)), pix(Ai)), where pix(∗) is the 
translation with Pix2pix from A to B. The "honest reconstruction" is compared with the supervised Pix2pix translation of the ground truth 
image Ai instead of the ground truth image itself in order to take into account the error produced by the Pix2pix translation.

Reconstruction honesty

Sensitivity to noise

Figure 5. Quantized reconstruction results of the original CycleGAN,  CycleGAN with noise defense and 
CycleGAN with guess loss defense. The last column represents the translation from the corresponding ground 
truth semantic segmentation map to real frame for comparison. 
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