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VisDA Classification Challenge

Our Approach
»> Assembly of Shallow Domain Adaptation Networks (SDAN)

> We extract deep features
o Off-the-shelf models pre-trained on ImageNet

® Inception ResNet v2, Inception v3 and v4, ResNet 152

> We test two groups of methods
e Discrepancy-based SDANs and their multiple variants

e Adversarial Learning SDANs
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Discrepancy-based SDANs

> Max Mean Discrepancy (MMD) with multiple kernels [Gretton’12]
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> MMD in DAN for learning transferable features [Long’15]
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SDAN Variants

> Residual SDAN: W; = W; + Wy, where Wy ~ N(0, 2

> Random Kernels: in any batch, 5 MMD kernel bandwidths are drawn from a
Gamma distribution

> Adversarial SDAN: non-shared version
e Define Dp be a projection (analog to Discriminator) in the kernel space
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e For the loss Lypp, alternate two optimization steps:
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Adversarial Learning

Extend InfoGAN to Domain Adaptation

> Source/Target Mappers, Classifier and Discriminator like in ADDA [Tzeng'17]
> Latent variables c: class labels for Source, random for Target
> Shared layers of Discriminator and Q-function

@2017 NAVER LABS

Source
accuracy
,, wuu\“x‘w = HNWW ° e,
D-loss " ) "l AT
o N /
e e [
S il [ TV
o] “
! B WM““M."
Q-loss f' Ll SRS ¥ SRRt 1) S
Target
accuracy



Assembling approach

> Average the softmax values or by the majority voting

» Combine methods with a good expected accuracy and important variability

o Different deep features

e Shared weights and residual SDANs

o MMD kernels with fixed or random kernel bandwidths

Subsets of training data to adapt SDANs

Different D and Q layer sharing in adversarial SDANs
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Averaging: 2 levels

> Averaging SDAN versions with different parameters yields ~ 3%
® ResNet features:

SDAN | Resid | RndKmis | Resid+RndKmis | .. | Al
776 | 7795 | 791 | 7755 | .. | 816

> Averaging of ’Averaged’ SDANSs by features yields again ~ 3%

ResNet | Incep-ResNet | InceptV3 | Inceptv4 | All

81.6 | 84.9 | 84.1 | 84.1 |37.4
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1 GF_ColourLab_UEA 969 924 920 972 952 988 863 753 977 933 945 933 928
2 NLE_DA 943 865 869 951 911 900 821 779 964 772 866 880 877
3 BUPT_OVERFIT BUPT_OVERFIT 957 670 934 972 906 869 920 742 963 669 0952 692 854
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